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Abstract

A sanctuary policy is a policy that inhibits local law enforcement from cooperating with immigration
authorities. Sanctuary policies have gained more attention in recent U.S. policy debates. Opponents
claim that sanctuary policies attract criminals and lower the cost of crime through weaker sanctions and
lower apprehension probability. Supporters counter that these policies produce a spiral of trust that
supports police and raises informal social control over crime. Using city crime data from 1999 to 2010,
I estimate the effect of sanctuary policies on crime. Using a difference-in-differences approach, this
paper finds no evidence that sanctuary policies cause an increase in crime and some evidence that they
may lead to a decrease in property crime.
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1 Introduction

Sanctuary policies have gained more attention in recent policy debates. Although there is no single
definition of a sanctuary city, it is generally considered to be a city that does not cooperate with the
federal government in terms of immigration policies.1 In debates about immigration policies, sanctuary
cities are often mentioned in the context of the safety of communities. One perspective says that
sanctuary policies could raise crime. The U.S. Department of Homeland Security (2018) described
sanctuary cities as follows:

Non-cooperative jurisdictions that do not honor U.S. Immigration and Customs (ICE)
detainer requests to hold criminal aliens who are already in their custody, endanger the
public and threaten officer safety by releasing criminal aliens back into the community to
re-offend. In addition to causing preventable crimes, this creates another “pull factor” that
increases illegal immigration.

This statement points out that sanctuary policies release criminal aliens to the communities and make
the city more attractive to illegal immigrants.

However, another perspective says that sanctuary policies do not raise the crime rate, and it could even
decrease crimes. The predominant reason to implement a sanctuary policy is to encourage
undocumented immigrants to report incidents when they become witnesses or victims. As the
International Association of Chiefs of Police (2004) said,

Many law enforcement executives believe that state and local law enforcement should not
be involved in the enforcement of civil immigration laws since such involvement would
likely have a chilling effect on both legal and illegal aliens reporting criminal activity or
assisting police in criminal investigations. They believe that this lack of cooperation could
diminish the ability of law enforcement agencies to effectively police their communities
and protect the public they serve.

A simple comparison between sanctuary and non-sanctuary cities may be misleading since sanctuary
and non-sanctuary cities are different in various respects. The previous literature on sanctuary policies
found that sanctuary cities are associated with low crime rates (Martínez-Schuldt and Martínez, 2019;
Martínez et al., 2018). However, we know little about the causal effect of sanctuary policies on crime
rates.

This paper investigates whether the adoption of sanctuary policies causes a change in crime rates for a
city. So far, the literature lacks two things. First, the literature does not control for heterogenous trends
in crime rates across geographic areas. For instance, California has more sanctuary cities, but the crime
rate in that state is also declining. We need analyses to avoid simply capturing a trend specific to the
states that have more sanctuary cities. Second, the literature is relatively silent about crime type
heterogeneity. The empirical papers about sanctuary policies focus only on one or two types of crime,
such as homicide and robbery, and it remains unknown if the findings hold for other crimes.
1For a formal definition, see Section 4.1.
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For causal inference, I construct panel data of U.S. cities from 1999 to 2010. Following the literature,
sanctuary status is determined based on a list made by the National Immigration Law Center (NILC).
Using data from the Uniform Crime Reports (UCR) from 1999 to 2010, this paper tracks how much
crime rates change before and after the implementation of the policy. Then, with a
difference-in-differences approach, I exploit the differential timing of the policy implementation across
sanctuary cities to identify the causal effect of sanctuary policies on crime.

This paper finds that sanctuary policies do not cause an increase in violent crimes, but they do decrease
property crimes somewhat. The results are robust to controls for the efficiency of the local government
and other immigration policies, although results using a matching DID methodology do not show any
effect of sanctuary policies on crime. The paper then tests for whether sanctuary policies attract
immigrants to a city. Sanctuary policies do not appear to increase the fraction of foreigners, migrants
(including domestic migrants), and likely undocumented Mexican immigrants. Hence, the sanctuary
policy does not seem to attract immigrants.

Finally, this paper also performs an event study to check the pre-trend and the heterogeneity of the
policy effect over time. The event study shows that (a) there is no clear pre-trend before the adoption of
sanctuary policies, and (b) crime rates show evident decreases starting from one year after the
implementation. It is worth noting that neither the DID nor the event study results show a positive
effect of sanctuary policies on local crime rates.

2 Background

The relationship between immigration and crime in the U.S. context has been investigated for a long
time.2 For example, immigrants overall are less likely to be committed to prison (Moehling and Piehl,
2009), and more immigrants in Metropolitan Statistical Area (MSA) lead to a lower crime rate (Reid
et al., 2005). Looking specifically at Mexican immigrants, Chalfin (2015) used a network instrumental
variable and found negative impacts of Mexican immigrants on rape and larceny rates at MSA level and
a positive impact on assault. Light and Miller (2018) focused on undocumented immigrants and, with
a fixed-effect model, found a negative association between undocumented immigrants and violent
crime at the state level. Ousey and Kubrin (2018) published a recent survey on the literature in
sociology. They found that most of the papers find no relationship between immigration and crime, and
even among papers that found a significant relationship, most of them found a negative relationship.
Hence they concluded that the overall immigration-crime association is negative but weak.

Another literature focuses on the effects of immigration policies on crime (Baker, 2015; Freedman
et al., 2018). Granting legal status of immigrants decreased property crime (Baker, 2015), but felony
charges rose for those who had not gained legal status (Freedman et al., 2018).3

In terms of policy impacts on immigrants, Miles and Cox (2014) looked at whether a harsher policy
2The effect of immigration on crime rates is also a common topic in European countries. Piopiunik and Ruhose (2017) used
an exogenous allocation of immigrants in Germany following the collapse of the Soviet Union and found it had a positive
effect on crime. Bell et al. (2013) used two immigrant shocks in the UK and found one positive and one insignificant effect
on property crime.

3Granting legal status of immigrants decreased reincarceration in Italy (Mastrobuoni and Pinotti, 2015).
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against undocumented immigrants changes crime rates. In particular, they focused on the Secure
Communities (SC) program, where fingerprint information collected by local police is automatically
sent to the Department of Homeland Security. Miles and Cox (2014) performed a
difference-in-differences regression using a county-level variation of implementation timing and
concluded that the SC program does not change crime rates. Although Miles and Cox (2014) found no
impact on crime rates, Alsan and Yang (2018) found the SC program induces fear of deportation
among Hispanics and decreases demand for safety net programs. Churchill et al. (2019) focused on
E-Verify laws, which require employers to check if new employees are legally eligible to work. They
found that E-Verify laws decreased property crimes involving Hispanic arrestees, likely because of more
employment among low-skilled natives of Hispanic origin and outmigration of young
immigrants.

There are several papers investigating sanctuary cities and crime (Lyons et al., 2013; Wong, 2017;
Martínez-Schuldt and Martínez, 2019; O’Brien et al., 2019). Martínez et al. (2018) summarized the
recent contributions of the literature. So far, the literature has found evidence of null or negative
relationships. Lyons et al. (2013) used data at the census tract level and found a strong negative
relationship in sanctuary cities between violent crime and the concentration of immigrants in a
neighborhood. Wong (2017) compared sanctuary and non-sanctuary cities using a matching method
and found that crime rates are generally lower in a sanctuary city. O’Brien et al. (2019) conducted two
types of analysis. They statistically tested if the passage of sanctuary policies changed crime rates within
a city, and also checked whether there was a difference in crime rates between a group of sanctuary
cities and a group of matched non-sanctuary cities. Their paper found no discernible difference in
violent crime, rape, and property crime rates after the passage of sanctuary policies. Also, the matching
results suggest that the sanctuary cities have no differences in crime rates compared to the
non-sanctuary cities. Martínez-Schuldt and Martínez (2019) used an unconditional negative binomial
model with city fixed effects to estimate the impact of sanctuary policies. They found that policy
implementation is associated with the reduction of robbery, and they found no significant relationship
with homicide. Taken all together, these papers found either no effect or negative effect on rates of
various crimes. None of them found a positive effect on crime rates.

The approach in this paper is similar to Martínez-Schuldt and Martínez (2019), but there are two main
differences. The first difference is an identification strategy. While Martínez-Schuldt and Martínez
(2019) used an unconditional negative binomial (NB) regression with city fixed effects, I use a
difference-in-differences (DID) approach based on a linear model. Osgood (2000) claimed that NB
regression is superior to OLS regression when the city population is small, because a crime rate has a
severe heteroskedasticity problem, and sometimes it is necessary to add an arbitrary constant to take the
logarithm of the crime rate when it is zero. Although Martínez-Schuldt and Martínez (2019) followed
the claim, I rely on OLS-based regression focusing on cities where the population is more than
100,000. Since the population is large and the number of crimes is also large, one unit increase in crime
changes the crime rate almost continuously. Hence, heteroskedasticity is less problematic. Also,
because I focus on large cities, crime counts take positive values in most of the sample cities. Summary
statistics show a strictly positive number for all observations except homicide.
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To control for time effects, Martínez-Schuldt and Martínez (2019) assumed linear and quadratic time
trends common to all cities. However, as I show in Figure 1, although every crime rate decreases over
time in their sample period, it sometimes shows kinks, and so linear and quadratic forms cannot
capture the trend of crime rates well. Moreover, when the crime rates are divided by regions, they show
a different time trend. Figure 2 shows the change in violent crimes by state from 1990 to 2014 (the
number is normalized to the 2000 level). Although California and Illinois show a decreasing trend,
Nevada, North Dakota, and South Dakota show an increasing trend. In 2014, North Dakota faced
274% more violent crime compared to the 2000 level, while Illinois faced 41% less. Hence, to evaluate
the policy effect, we need to capture the geographically heterogeneous trends in crime rates. My paper
uses a model with a city-specific linear time trend or state-year fixed effects, which are more flexible to
capture the heterogeneous time trends. Lastly, Martínez-Schuldt and Martínez (2019) used a mean
crime rate over three years as a dependent variable to smooth annual fluctuations. However, the policy
effect is underestimated when there is an immediate effect from the year of implementation. This could
be more problematic if the policy effects begin from the next year after implementation. The results of
this paper show that the sanctuary policy has a lagged effect. Hence, it is likely that Martínez-Schuldt
and Martínez (2019) underestimated the coefficients.

The second difference is in the details of the outcomes. For example, due to the reliability of the data,
the literature focuses only on the effects on aggregated crime categories such as violent crime or
property crime; analysis of subcategories is rare. Even when subcategories have been analyzed, they
were limited to a specific type of crime, such as homicide, robbery, or rape. By focusing on
subcategories, my method enables comprehensive analysis. First, since felony offenders are not covered
by the sanctuary policy in many cities, the effects on felony and non-felony crimes may be different.
Moreover, for the argument about immigrants and crime, property crime and its subcategories are
important since property crime is more likely motivated by rational choices. The decision behind crimes
of opportunity (such as theft) considers the gain from the crime and likelihood of apprehension, while
violent crimes are more likely impulsive responses to frustration. Finally, since sanctuary policies may
affect reporting behavior, reported crime rates could be higher even when the policy reduces the rate of
crimes committed.

3 Theoretical prediction

This section briefly summarizes theoretical arguments about the effect of sanctuary policies on crime4.
When a policy changes at a city level, two things should be considered to interpret the effect on local
crime rates: sorting and incentives. Both could affect local crime rates.

Sorting means that when a policy is implemented, the composition of the population could change
through migration between cities. Sanctuary cities might attract undocumented immigrants from other
cities, since they feel more safe in the sanctuary city. If undocumented immigrants have a different
propensity for crime, then the local crime rate may change (Ousey and Kubrin, 2009). For instance,
crime rates could fall if immigrants are less crime-prone (Butcher and Piehl, 2007; Tonry, 1997) than
natives. Hence, the direction of the sorting effect is ambiguous and also depends on incentives.
4For more information, see Martínez et al. (2018).
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Incentives arise from the cost and benefit of crime. In particular, sanctuary policies change the costs of
crime. Becker (1968) explained that crime could be rational. From this perspective, an increase in the
costs of crime would reduce crime. The expected cost of crime (ccrime) consists of the probability of
being caught (pcaught) and the amount of sanctions (δsanction): ccrime = pcaught × δsanction. Sanctuary
policies could affect each part, so the overall crime cost could go up or down. Sanctuary policies lower
the sanction on undocumented immigrants when they commit a crime. Specifically, the punishment
decreases because the local police do not begin the removal process. Undocumented immigrants no
longer need to be concerned about deportation even when they are caught. For other people, the
sanction of crimes does not seem to change because of a sanctuary city policy.

However, the expected cost of crime also depends on the probability of getting caught. The literature
claims the probability could increase because of two reasons: a spiral of trust and informal social
control. Lyons et al. (2013) referred to “a ‘spiral of trust’ that improves communication between officials
and immigrants, promotes legislation protecting immigrant interests, and generates greater
system-level trust in government.” Without a sanctuary policy, undocumented immigrants may not
report a crime when they become victims or witnesses, because local police might discover their legal
status, and deportation could happen. However, with such a policy, undocumented immigrants report
more crime and trust the police. If sanctuary policies induce residents to trust police, then the police
can get cooperation from residents and work more efficiently and effectively; eventually, the
apprehension probability would increase.5 Also, the policy strengthens public social control, which
arises from ties among residents. Buonanno et al. (2012) show that dense social interaction is associated
with a lower rate of property crime. Moreover, informal public social controls are closely related to the
relationship between residents and police. Using survey data in Chicago, Silver and Miller (2004)
found that neighborhoods where people have more satisfaction with local police have a higher level of
informal social control over delinquent behavior of youth. The probability of being caught will increase
if residents strengthen informal social controls over crime. In summary, the change in the costs of crime
is ambiguous, and it is hard to predict the sign of the policy effect from theory alone.

All the mechanisms so far are about committed crimes, but, in practice, we can only observe the
reported crimes. Underreporting is common in crime issues. Sanctuary policies may induce residents to
report more crimes, because the policies increase trust in police. Even if the number of committed
crimes remains the same or decreases because of the sanctuary policy, the number of reported crimes
could increase. Hence, we need to be cautious about the interpretation of the results. If the reported
crime rate increases after the enactment of sanctuary policies, it could be either because of more
committed crimes, less underreporting, or both. However, if we observe a decrease in the reported
crime rates after the policies, it must be because the change in crimes committed dominates the effect
of reduced underreporting.
5Even without cooperation from residents, police could have more time to engage in or more resources to allocate to their
jobs, because they no longer cooperate with the federal authorities.
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4 Data & Approach

4.1 Definition of sanctuary city
There is no universally accepted definition of a sanctuary city. For example, Executive Order 13768,
from 2017, defines sanctuary cities as “locales that refuse to comply with federal statute 8 U.S.C. 1373
enhancing information related to individuals’ immigration statuses with ICE or CBP.” Alternatively,
the Department of Justice defines a sanctuary city as a “jurisdiction that may have state laws, local
ordinances, or departmental policies limiting the role of local law enforcement agencies and officers in
the enforcement of immigration laws.” There are also many lists of sanctuary cities, including the ones
made by the Center for Immigration Studies (CIS) 6 and Ohio Jobs & Justice PACS (OJJPACS). 7

Throughout this paper, the definition of a sanctuary policy is as follows: a sanctuary policy is a policy
legislated by a local government that (1) inhibits the local enforcement agencies from cooperating with
federal immigration authorities and (2) is stated explicitly in administrative documents such as
resolutions, ordinances, executive orders, or police orders. A sanctuary city is a city that has any
sanctuary policy. Note that this paper focuses only on the formal sanctuary cities. There are also
informal sanctuary cities, which do not cooperate with federal authorities without having an explicit
statement or policy. These cities are not counted as sanctuary cities since the definition of an informal
sanctuary city is arbitrary to some extent.8 Following the literature (O’Brien et al., 2019;
Martínez-Schuldt and Martínez, 2019), this paper uses a list of formal sanctuary cities offered by the
National Immigration Law Center (NILC). There were 42 sanctuary cities in 2010.

The list by the NILC has some advantages over other lists. One is that there is a brief description of the
policy for each city, which helps to identify the date of implementation and categorize its type of policy.
However, one disadvantage is that the list was last updated in 2008. Following O’Brien et al. (2019)
and Martínez et al. (2018), I checked each document and made a list of sanctuary cities (see Table 1).9
10 For some cities in the list in Table 1, the actual year of implementation is different from that in the
list by O’Brien et al. (2019). This is because these cities implemented a policy before the year, and
6https://cis.org/Map-Sanctuary-Cities-Counties-and-States
7http://www.ojjpac.org/sanctuary.asp
8A list made by the CIS contains cities that have policies regarding detainers. OJJPACS includes informal sanctuary cities in
its list.

9Sanctuary policies could be determined by state and county levels as well. In the list from the NILC, 4 states (Alaska,
Montana, New Mexico, Oregon) and 7 counties (Sonoma County, CA; Cook County, IL; Prince George’s County, MD;
Butte-Silver Bow County, MT; Rio Arriba County, NM; Marion County, OR; Dane County, WI) are considered to be
sanctuary jurisdictions. However, local police enforcement is operated under city governments. Appendix B.2.1 investigates
how the results change when including state and county level policies.

10According to Kittrie (2006), sanctuary policies fall into three types (or combinations of these types): (1) don’t ask, (2) don’t
enforce, and (3) don’t tell. A don’t ask policy limits inquiries related to nationality or immigration status. A don’t enforce policy
limits arrests or detention for immigration offenses. A don’t tell policy limits information sharing with federal officials. I
categorize each policy based on the description in National Immigration Law Center (2008). For example, Executive Order
41 in New York prohibits police officers from inquiring about or disclosing a person’s immigration status, including
witnesses and victims of crimes, except during the investigation of illegal activity other than a violation of immigration law.
The policy is considered as the combination of don’t ask and don’t tell.
Moreover, sanctuary policies take one of four legislation types: (1) resolution, (2) ordinance, (3) executive order, and (4)
police order. Although all of these legislation types put a restriction on cooperation with the federal government, sanctuary
policies could in theory have a different effect by legislation type. However, my data lacked sufficient observations to
identify differences across the types, so I focus on the effect of sanctuary policies regardless of the legislation type.

8



reconfirmed or amended the policy later. I use the year when the policy was originally implemented.
For example, the year of sanctuary status for San Francisco is set as 2002 in O’Brien et al. (2019), but
San Francisco originally became a sanctuary city in 1989, and the policy was reaffirmed in 2002.

4.2 Data source
The data ranges from 1999 to 2010. The beginning year is set to 1999, because most of the sanctuary
cities in the NILC list adopted their policies after 2000. I chose 2010 as the end period because
Martínez-Schuldt and Martínez (2019) updated the list up to 2010 (the original list in the NILC was
last updated in 2008). This extension gives a larger sample size for analysis. The list of sanctuary cities
and the type of policies are summarized in Table 1.

Crime data is collected from the FBI Uniform Crime Reports (UCR). The data used for the analysis is
annual, city-level, and reported. Categories of crime are violent crime (homicide, rape, robbery,
aggravated assault) and property crime (burglary, larceny, auto theft).11 The FBI also provides the
number of police officers of each agency in the UCR,12 and I use the number of sworn officers per
capita.

To get demographic information for each city, this paper also uses data from the Census and the
American Community Survey (ACS). The data is obtained from IPUMS for public use (Ruggles et al.,
2019). Annual data is not available for all years, and so I use the 5% sample of the Census in 2000 and
the annual sample of the ACS from 2005 to 2010. The data between 2000 and 2005 is filled by linear
interpolation. The demographic analysis in Section 5.3 begins in the year 2000.

Sample cities satisfy the following two criteria: the population is larger than 100,000, and there are at
least two observations during the sample period. To have as large a sample size as possible for the
analysis and to do a more in-depth investigation, this paper uses two sets of samples: (1) the baseline
sample and (2) the sample with time-variant characteristics. The baseline sample is made only from the
UCR. Among all cities in the UCR data, 288 satisfy the two criteria, and there are 2981 observations
in total.13 The sample with time-variant characteristics is constructed from the UCR and the ACS. Not
all cities in the UCR are identified in the ACS, because the ACS Public Use data does not define all
cities.14 The difference is mainly from dropping relatively small cities in terms of population and
11In the UCR, some city-year pairs have a missing value for some types of crimes. The reasons are incomplete data, not

following the UCR guidelines, and overreporting. These city-year pairs are included for the analysis because most of the
cities do not have any missing value (268 out of 288 cities have no missing value), and usually the problem is specific to one
type of crime. For example, cities in Illinois use a different definition of rape, so they are not reported in the UCR. The
regression results in the appendix section confirm that this inclusion does not change the conclusion of this paper.

12Not all cities have their own police department. For example, the city of Charlotte in North Carolina does not have its own
police department. Instead, the Charlotte-Mecklenburg Police Department covers Mecklenburg county, including
Charlotte.

13Although the sample size is almost the same for all crime categories, there are slight differences. The type of crime and the
number of missing observations are assault (1), auto theft (6), burglary (2), homicide(0), larceny (10), property (17), rape
(78), robbery (0), and violent (79). The 78 observations of rape are missing because Illinois and Minnesota did not follow
the UCR definition of rape. Homicide and robbery do not have missing values. However, 133 observations of zero
homicide count are treated as missing when the log of the counts is used.

14A city code in IPUMS is based on a Public Use Micro Data Area (PUMA), which contains at least 100,000 residents but
does not necessarily correspond to city boundaries. The city code for public use is given only if (1) the majority of the
PUMA population lives in the city, and (2) based on the classification of individuals, the sum of two errors (inclusion of
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geographic size. As a result of merging the UCR and the ACS, the total sample size is 170 cities
(including 35 sanctuary cities) and 1749 city-year observations.15

4.3 Regression model
The regression is based on a difference-in-differences approach. Specifically, I use the following
specification:

log yit = αsancSanctuaryit + αXX + ηi + ηt + γit + ϵit. (1)

The outcome variable yit is the crime rate of city i at year t, which is the number of reported crimes per
100,000 people in the city. I use a natural logarithm of the crime rate as a dependent variable. Both
violent and property crime rates and each subcategory are analyzed. Sanctuaryit is a binary variable
that indicates the sanctuary status of city i at year t. Its value is one after the year of policy
implementation. ηi and ηt are city and time fixed effects, respectively. γi captures city-specific linear
time trends. The regression coefficient of interest is αsanc and the coefficient is the
difference-in-differences estimates of the effect of sanctuary policies. Since the dependent variable is
log of crime rates, αsanc is the percentage change in crime rates due to the sanctuary policy. The
regressions are weighted by city population, and standard errors are clustered at the city level.

Table 2 and 3 show summary statistics of the baseline sample and the sample with time-variant
characteristics. In Table 2, violent crime consists of homicide, rape, robbery, and assault, and more than
half of the violent crime rate is from assault. As for property crime, among three subcategories
(burglary, larceny, and auto theft), larceny occupies more than half of the total. Table 3 shows summary
statistics for the sample with time-variant characteristics. In the 170 sample cities, there are 35
sanctuary cities. Among the three types of policies, the most popular type is the don’t enforce policy, and
its share is about half of the total observations. The don’t ask policy follows and the don’t tell policy is the
least popular. The sum of the means of the three types is not equal to the mean of Sanctuary city, since
some policies fall into multiple categories.

Figure 1 shows the mean of crime rates for both sanctuary and non-sanctuary cities with 95%
confidence interval. In Figure 1, a group of sanctuary cities is defined by their status in 2010, hence, for
the early years, the group of sanctuary cities contains cities that do not have the policy yet. Point
estimates in the figure indicate that the violent crime rate is higher in sanctuary cities, and that is true
for each subcategory except forcible rape. However, sanctuary cities have a lower property crime rate
except for the auto theft rate, which does not show a significant difference between sanctuary and
non-sanctuary cities. Overall, both sanctuary and non-sanctuary cities show a similar trend of crime
rates, but not all the trends for each subcategory of crime are monotone.

4.4 Identification
The DID estimator gives the average treatment effect on the treated (ATT). Identification relies on a
change of sanctuary status and the different timing of the policy implementation. The different timing

non-residents and exclusion of residents in the city) is less than 10% of the city population.
15The sample period is from 2000 to 2010, and 1999 is not included for the sample with the time-variant characteristics.
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is summarized in Table 1. The number of sanctuary cities has increased over time. At the beginning of
1999, 9 cities (Austin, Chicago, Cleveland, Houston, Jersey City, Los Angeles, Salem, San Francisco,
and Washington D.C.) were formal sanctuary cities. The number increased to 29 by 2005, and all 42
cities in the list employed at least one type of sanctuary policy by the end of 2008. Note that no city
abolished its sanctuary policy in the sample period.

The DID approach requires a parallel trend assumption for identification of ATT: both treatment and
control groups have the same time trend before and after the treatment. This paper assumes the parallel
trend and argues the validity of the assumption by an event study in Section 6.

5 Results

5.1 Main results
Baseline results are summarized in Table 4 and 5. Table 4 and 5 have three columns for each
specification, and each b shows the effect of sanctuary policies on the crime type. The first column is
the regression result with city and year fixed effects as well as the post-implementation dummy, but
other covariates are not included. The result shows a negative effect on violent crime as a broad
category. The violent crime rate decreases by 8% compared to the rate before the sanctuary policy, but
the coefficient is statistically insignificant. All subcategories have negative coefficients, but none of
them show a statistically significant decrease at the 5% level.

Table 5 shows that sanctuary policies lead to a decrease in the property crime rate by 9.2%. For
subcategories, the coefficients show negative signs, but none of them show significance at the 5% level.
The burglary rate declines 18.7%, and the larceny rate declines 4.5 percent compared to the crime rates
before the sanctuary policy. The effect on the auto theft rate is negative but insignificant.

The second column controls for the city-specific linear time trend; this is the preferred specification.
Most of the point estimates become small in an absolute sense, but this change reduces the standard
errors of the estimates as well. As a result, the property crime rate still shows a significant difference
induced by the policy and decreases by 6.3%. The homicide rate decreases by 8.3%, a larger effect than
the estimator without trend terms.

Finally, the third column controls for the time trend as state-year dummies instead of linear trends. The
state-year dummies cause the effects on the property crime and auto theft rates to vanish but make the
larceny rate significant. The property crime rate shows a similar effect in terms of magnitude, but the
standard error is relatively high. The auto theft rate becomes insignificant due to a smaller point
estimate and the high standard error.

The baseline results show negative coefficients in general, but most of them are not statistically
significant. However, although the effects on subcategories are not evident, the sanctuary policy leads
to a significant decrease in property crime by 6.3%. Moreover, the point estimates and the standard
errors give the upper bounds of the magnitude. In the worst case within the 95% confidence interval,
the rape rate increases by 9%, but all other crimes can have at most 5% increases.
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In summary, a sanctuary policy seems to have a negative effect on the general category of property
crime in both samples, and some subcategories also show a negative effect. The results for homicide and
robbery imply no effect of the policy, while Martínez-Schuldt and Martínez (2019) found no effect on
homicide but a negative effect on robbery. A sanctuary policy also seems to reduce some of the
remaining categories of crime not analyzed by Martínez-Schuldt and Martínez (2019).

5.2 Robustness checks
This section argues the robustness of the main results. Specifically, I consider several endogeneity
issues. To check the possibility of self-selection bias, I also perform a matching DID in Appendix A.
Alternative model specifications and other immigration policies are also considered in the
Appendix.

One concern about the main result is that the negative effects on the crime rate in sanctuary cities may
come from better enforcement operations. In other words, the reduction may not be because of the
sanctuary policies but because efficient governments induce lower crime rates as well as the adoption of
sanctuary policies. To explore this possibility, I use two measures of the efficiency of local
governments—government expenditure on education and interest payments for municipal bonds—as a
control variable. Adding this variable as an additional control mitigates the endogeneity issue resulting
from better operation of government. First, an efficient government would have better school quality.
Since public schools rely primarily on local governments for their budgets, education expenditure is a
good measure of school quality. I assume that expenditure on education is unrelated to crimes, at least
in the short run,16 but is related to the efficiency of governments. Another measure is the interest
payment for municipal bonds. The intuition is that, given the same amount of outstanding debt, an
efficient government should pay less for the interest. In particular, I use the difference from the last
year,

Iit =
interestit

debtit
− interestit−1

debtit−1
, (2)

where debtit is the amount of total outstanding debt in a city i at time t, and interestit is the interest
payment for the outstanding debt at year t. The expenditure and debt data are collected from the
Annual Survey of State and Local Government Finances.

Table 6 summarizes the results. The results are similar to the baseline, but the magnitude of the effect is
slightly larger. No clear effect is confirmed for violent crimes, although all the coefficients are negative.
The point estimates imply that the property crime rate decreases by 6.8%. The subcategories of property
crime show a similar coefficient, but most of them are statistically insignificant at the 5% level.

Another concern is reverse causality: a city government may employ a sanctuary policy because of high
or low crime rates. Since one of the reasons why a city may enact a sanctuary policy is to encourage
immigrants to report more information on crime, sanctuary policies may be a response to high crime.
Alternatively, low-crime cities may enact sanctuary policies to keep crime rates low or to reduce them
even further. To mitigate these possibilities, I perform the DID regression with matched samples based
16Better education reduces crime (Lochner and Moretti, 2004; Lochner, 2020). However, the main channel argued in the

literature is through human capital accumulation, and so the response is not immediate.
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on the total crime rate as well as other covariates in 2000. The propensity-score matching enables a
comparison of sanctuary cities and similar non-sanctuary cities. Limiting the sample cities on the
common support gives the DID estimator that is more robust to the self-selection bias. The detailed
method is in Appendix A.

The regression results in Table 7 imply that the sanctuary policy induces no difference. Most of the
point estimates indicate the crime rates change by plus/minus 3%, and none of them are statistically
different from zero. Hence, self-selection might cause the negative effect of the policy in the main
result. However, none of the results show a positive point estimate that is significantly different from
zero under the matching DID.

5.3 Why do sanctuary policies lead to lower crime rates?
The main results show that sanctuary policies lead to a decrease in crime rates for some categories.
Section 3 explained the potential reasons why sanctuary policies affect crime rates: sorting and
incentives. To explain the lower crime rates associated with sanctuary policies, I now investigate two
possible channels: composition change of population and change in size of police force. If sorting is the
reason for lower crime rates, that would mean sanctuary policies change the composition of city
populations. As for incentives, Section 3 explains that sanctuary policies are expected to improve police
operations through a spiral of trust. However, the sanctuary policy could reduce crimes without the
spiral of trust if it also increases the size of the police force. In this section, I check how much the
population composition and the police force size change depending on the policy.

To investigate the effect on population composition, the UCR data is merged with the ACS data.
Hence, this section uses the subsample of the main analysis.17 Since the sample is different from the
main analysis, I check the DID results with the subsample. Table 8 and 9 show the results with
time-variant characteristics. Each column is the same specification as in Table 4 and 5. Because of this
sample selection, the significance of coefficients changes for property crime. Property crime still shows
a negatively significant effect in the model without linear trends but becomes insignificant with linear
trends. The coefficients for auto theft become insignificant. The estimated coefficient is smaller than
that of the baseline result. The coefficient on the rape rate is 2%, which is larger (in the absolute value)
than the baseline result (1%). The point estimate for the robbery rate is less than 1%. The effect on
property crime is smaller than the result in the previous section. Overall, although some coefficients
change the statistical significance, the subsample analysis gives similar results.

First, to check demographic changes caused by the sanctuary policy, I run a regression of different
demographic groups’ population percentages in Table 10. The dependent variable is the percent of the
demographic group in the city and so ranges from 0 to 100. The interpretation of the coefficient is the
percentage point change for that demographic group. The results in Table 10 show a modest decrease in
the fraction of foreigners, but the coefficients are not significant at the 5% level. The second row in
Table 10 shows the result for those who migrate from other states to the city in the past year. Although
the estimated coefficients show a negative impact, the fraction does not change significantly before and
17Section 4.2 explains more about the subsample.
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after the implementation of sanctuary policies. The third row uses likely undocumented Mexican
immigrants (LUMEX) as a dependent variable. The definition of LUMEX is based on Hall and
Stringfield (2014). They define LUMEX as a group of immigrants from Mexico who (1) are
non-citizens, (2) are not current students, (3) do not have some college or a higher degree, (4) do not
work in the government sector, and (5) arrived to the U.S. after 1990. The results show no evidence
that LUMEX responds to the sanctuary policy. A sanctuary policy may also change the share of young
men, which are the main crime-prone group. However, the estimated result in the fourth row shows no
discernible effect on the share of young men. So, overall, demographic changes are unlikely to be the
reason for the crime rate changes.

Next, the last rows in Table 10 check if changes in the police forces caused the apparent effects of
sanctuary policies on crime rates. Crime rates would drop if the implementation of the sanctuary policy
happened alongside an increase in the police force. To check this channel, I regress the log of the
number of sworn officers per capita as a dependent variable. The results show a significant negative
effect of the policy. The sanctuary policy reduces per-capita sworn officers by 3%. In contrast to the
initial expectation, the size of the police force is not increased by sanctuary policies, and hence the
police force is unlikely to be the reason for the negative effect on crime rates.

In summary, at least, there is no evident increase in foreigners, migrants, or the size of the police force
in sanctuary cities. Hence, I conclude that a decrease in crime rates is not likely due to sorting or an
increase in the police force.

6 Event study

The DID results are informative about the effect of the sanctuary policies. For further investigation, this
section performs an event study. Specifically, there are two reasons to do the event study analysis.

First, an event study design enables us to confirm the existence of the pre-trend. For the DID
estimators to be valid, this paper assumes that the time trends between treatment and control groups
are parallel. If the parallel trend assumption fails, then DID estimators are likely to contain the effects
of other factors. For example, the anticipation of policy implementation could change the behavior of
people even before the date of the policy implementation. Cities may start an informal sanctuary policy
gradually and then make it as a formal policy at a later point.

Second, an event study can show the heterogeneity of the policy effect. Residents in a city might need
time to learn about sanctuary policies and might forget the existence of the policies if the city became
sanctuary a long time ago. However, the DID coefficients cannot capture the heterogeneous effects
over time.

Let k be the relative event date (year). The policy is activated at k = 0. The following specification is
used:

log yit =
3

∑
k=−3,k ̸=−1

αk × 1(t = tactivation
i + k) + ηi + ηst + ϵit (3)

where tactivation
i is the year of policy adoption in a city i. Regardless of the value of k,
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1(t = tactivation
i + k) = 0 for non-sanctuary cities. I set k = −1 as the base year for sanctuary cities,

which is one year before the implementation year. ηst are state-year dummies to control state-specific
time-trends. Since the time span is not long and there are few observations at the extreme, k = 3
(k = −3) includes any city-year observation that passed the policy more than 3 years before (after).
The estimated coefficients αk are summarized in Figure 3 and 4, and Table 11.

To begin with, Figure 3 tells if there is a trend before the sanctuary policy. Among violent crimes, the
crime rates do not show significant differences except homicide before the policy implementation. The
homicide rate is significantly lower only at three years before the policy implementation. For property
crime and its subcategories, the coefficients before the policy are similar and not statistically different
from zero. Hence, I conclude that there is no clear pre-trend, although it may be the case that a higher
homicide rate induces a city to adopt a sanctuary policy.

For the violent crime rates, as shown in Figure 3, the coefficient in the year of the policy
implementation is not different from zero, but it declines from the following year. The coefficient at 3
years after shows 12% less violent crimes and is significant at the 5% level. For the subcategories, the
point estimates do not show a significant difference within the year of implementation. Estimated
coefficients for homicide and rape show no clear pattern, although both have negative point estimates
at time 3. Robbery and assault show persistent effects over three years after the implementation. The
robbery rate shows a clear difference at time 3: the rate is 15% lower than the year prior to the
implementation.

Compared to violent crime, the effects on the property crime rate are more clear. The estimated
coefficient at the year of implementation is slightly negative but not significantly different from the
prior year. The coefficients become negative from one year after the implementation and statistically
significant up to three years after. The property crime rate is 8–12% less than at time -1 for those years.
Among subcategories, the burglary rate shows a significant decrease in the first and third years after the
implementation but not for the second year. The coefficients for the larceny rate slightly decrease at
time zero, and decrease gradually after that. The coefficients for the auto theft rate show a negative
effect of the sanctuary policy, and the effect is gradually strengthened over three years. The auto theft
rate is 5.6% lower at the year of implementation and 22% lower at three years after.

Figure 4 is the same set of graphs for the sample with the ACS data. Overall, the event study results are
very similar to the results of the baseline sample.

The event study results suggest that there is a clear pattern for property crimes but not for violent
crimes. For property crimes, the effect becomes evident from one year after the policy adoption, and
the size of the effect is similar in the following year. The coefficients up to 2 years later seem to show an
increasing effect of the policy. However, further investigation is needed since the time length for the
analysis is so limited.
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7 Discussion

The results of this paper indicate that a sanctuary policy has a negative effect on property crime, and
some subcategories also show a negative effect. The results for homicide and robbery imply no effect of
the policy, while Martínez-Schuldt and Martínez (2019) found no effect on homicide but a negative
effect on robbery. In the Appendix, the negative binomial regression confirms the negative effect of the
policy. However, I could not find a significant effect on robbery in any other specifications. Hence, the
effect on a robbery rate may be weak.

This paper considers two reasons why a sanctuary policy could change crime rates: sorting and
incentives. The results do not show that sanctuary policies cause any change in the proportions of
foreigners or migrants, so this paper found no evidence of sorting. Hence, the reduction of crime is
likely from the lower propensity to commit crimes rather than compositional change. This paper cannot
identify the reason why the propensity changes, but the results are compatible with the spiral of trust
and informal social control stories. For future direction, it would be helpful to understand which groups
(natives, legal immigrants, and undocumented immigrants) are affected by the policy. The policy
discussion on this topic has mainly been concerned with undocumented immigrants. However, the
sanctuary policy could change the costs of crime for natives and legal immigrants as well, because police
operations seem to become more efficient because of the spiral of trust and informal social
control.

A sanctuary policy may affect the reporting of crimes, so decomposing the effect into criminal behavior
and reporting behavior would be helpful. So far, most of the results show no discernible effect.
However, it is not clear if the sanctuary policy has no impact on any behavior, or if the sanctuary policy
affects both criminal and reporting behaviors but they cancel each other out.

8 Conclusion

This paper investigates whether sanctuary policies cause an increase in crime, using a city-level variation
of implementation timing from 1999 to 2010. The results show that sanctuary policies do not cause an
increase in crime. Instead, sanctuary policies lead to a decrease in the property crime rate. The
regression results using the sample with time-variant characteristics show no effect of the policy, and
the robustness checks make some effects insignificant. Hence, the negative effects are not robust for
any crime category, although the property crime rate shows a negative effect in most specifications.
What is consistent across the regressions is that none of the results show a positive association between
sanctuary policies and local crime rates. In the event study design, sanctuary policies lead to decreases
in robbery, property crime, burglary, and auto theft rates, and the effects start one year after
implementation. Moreover, the policy does not lead to an increase in the proportion of foreigners or
migrants, so sorting is unlikely to be the source of a decrease in crime rates.
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Appendices

A Matching DID

To evaluate the effect of sanctuary policies, the treatment and control groups should be similar.
However, sanctuary cities and non-sanctuary cities have different demographic characteristics as
O’Brien et al. (2019) pointed out.18 Since sanctuary status is an outcome of choice by a local
government, the local government might self-select the status; the self-selection causes a bias for the
estimates. To check the bias, I perform DID regression with matched samples. The method in this
section is based on Heckman et al. (1997). I match each sanctuary city based on its propensity score to
be a sanctuary city by 2010. The city characteristics in 2000 are used for the propensity-score matching
and so I drop nine cities that started a sanctuary policy before 2000. To compute the propensity scores,
the following variables are used: (1) log of population, (2) % female, (3) % age groups (15–29, 30–44,
45–59, 60 or above), (4) % racial groups (Black, Asian, Pacific Islander, Native American, Other race),
(5) % Hispanic, (6) % less than high school degree, (7) % college or above degree, (8) poverty rate, (9)
% unemployed, and (10) the sum of the violent and property crime rates. The matching method is the
Epanechnikov kernel matching on the common support.19

After the propensity-score matching, the estimation uses 136 cities (including 14 sanctuary cities) and
1464 observations. Figure 5 confirms that the matching method reduces the difference between the
treated and control groups. Table 12 indicates the treated and control groups have no statistical
difference after matching in terms of observables.

The regression results in Table 7 show an insignificant effect on property crime and violent crime. As a
subcategory, larceny shows a significant negative effect at the 10% level. However, none of the
coefficients shows a discernible effect of sanctuary policies once the city-specific time trend is controlled
for. The coefficient for larceny thefts has a positive coefficient but it is statistically insignificant.
Although the point estimates are insignificant, all the estimates show a relatively small effect of the
sanctuary policy. The point estimate for robbery indicates an increase of 3.6% but it is only slightly
above one standard deviation. The estimator for auto theft indicates a 3.3% decrease with high standard
errors.

In summary, sanctuary policies may have negative effects on some categories of crime, but the effects
are not clear under the matched sample; the level of significance changes, in particular, for property
crimes. However, both the baseline and matching results provide no evidence that sanctuary policies
increase crimes.
18O’Brien et al. (2019) noted that “sanctuary cities—compared with non-sanctuary cities—are larger, less White, more

racially and ethnically diverse, have lower median incomes, have higher levels of poverty, have larger foreign-born
populations, and are more Democratic.”

19To check the robustness, I also use the Nearest Neighbor (NN) matching with replacement. For each treated observation
on the common support, the NN matching identifies the closest observation in the control group. However, the estimated
coefficients are similar to the main results.
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B Robustness Checks

B.1 Count data
Instead of the log of crime rates, this section uses the counts of each crime as a dependent variable.
Table 13 and Table 14 use the log of crime count as the dependent variable, and the log of the
population is added as an additional covariate. The results are similar to the main results but the
coefficients have larger point estimates. For example, the effect on the burglary rate is −5.9% in the
main regression, but the log of counts regression indicates −6.4%, which is statistically different from
zero at the 5% level.

Table 13 and Table 14 show the results of Poisson and negative binomial (NB) regression results. In
terms of statistical significance, both Poisson and NB give similar results except for robbery. Under the
Poisson model, the sanctuary policy has no effect on robbery, but the NB model with linear trends
supports a negative effect of sanctuary policies. Since the standard errors for each crime are high
relative to the mean in the summary table, there is an overdispersion problem. Hence, the NB model
would be appropriate. The estimator in the NB model −.0853 is interpreted as the robbery rate being
8.2% (= 1 − exp(−.0853)) lower after the adoption of sanctuary policy.

B.2 Other immigration policies
This section considers county-level or state-level immigration policies. Especially, state-level or
county-level sanctuary policies, the Secure Communities (SC) program, and the 287(g) program.

B.2.1 State-level and county-level sanctuary policies

This paper performed city-level analysis, and the sanctuary status of a city is sorely based on the city
policy. However, sanctuary policies can be adopted at the state or county level as well. (I call them
upper-level policies.) Although the city police department deals with crime cases within a city,
residents might care about the upper-level regulations. This section confirms the main result by
controlling for the upper-level sanctuary policies. This section uses the list of sanctuary jurisdictions in
NILC to define sanctuary states and counties. In the list, there are only 4 states and 7 counties
identified as sanctuary jurisdictions.

I consider two ways to deal with upper-level sanctuary policies. The first way is that upper-level policies
may have an additive impact on the effect of the city-level policy. In this case, the regression is
performed with the upper-level sanctuary dummy, which takes a value of one when either the state or
county adopts sanctuary policies. The second way is that cities in the jurisdiction may be considered as
sanctuary cities whenever the state, county, or city adopts the policies. A city need not have its own
sanctuary policies in this case to be a sanctuary city.

The regression results are in Table 15 and16. In the first column, upper-level sanctuary policies are
controlled as additional dummy variables in the regression. Alternatively, the second column defines
sanctuary status at any jurisdiction level. Compared with the main result, the two specifications show
similar point estimates, and property crime and auto theft have statistically negative coefficients. For
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example, the estimator suggests that the property crime rate decreases by 6.3% if there is a sanctuary
policy at any jurisdiction level.

B.2.2 Secure Communities program and 287(g) program

This section considers the two immigration policies adopted by local governments: the SC program and
the 287(g) program. The two programs assist the federal government in enforcing immigration law.
The SC program started in 14 jurisdictions in 2008, and all local jurisdictions participated in the SC
program by January 22, 2013. Under the SC program, U.S. Immigration and Customs Enforcement
(ICE) obtains the fingerprints of the county and state arrestees. The first 287(g) agreement was signed
with the state of Florida in 2002, and 72 agreements were signed as of October, 2010 (Capps et al.,
2011). Section 287(g) in the Immigration and Nationality Act enables local officers to enforce a part of
federal immigration law, such as screening people and issuing detainers to hold them until the federal
officers take custody.

Table 17 and 18 summarize how these immigration policies change the main result. The table contains
three columns: the result with (1) the SC dummy, (2) the 287(g) dummy, and (3) both the SC and
287(g) dummies. Overall, the estimated coefficients are similar, and the statistical significance of the
estimators remains the same. For example, when both SC and 287(g) are controlled, the estimator
suggests a 5.8% reduction of property crime, which is slightly lower than the estimator in the main
result (6.3%). Since all sanctuary jurisdictions in the data passed the policy by 2008 and the SC
program had started in 2008, the SC dummy partially captures the negative effect of sanctuary policies.
The estimation results suggest that SC and 287(g) programs do not affect the estimators of sanctuary
policies.

22



60
0

80
0

10
00

12
00

14
00

19
99
20

00
20

01
20

02
20

03
20

04
20

05
20

06
20

07
20

08
20

09
20

10

Year

Violent crime

5

10

15

20

19
99
20

00
20

01
20

02
20

03
20

04
20

05
20

06
20

07
20

08
20

09
20

10

Year

Homicide

20

30

40

50

60

19
99
20

00
20

01
20

02
20

03
20

04
20

05
20

06
20

07
20

08
20

09
20

10

Year

Rape

20
0

30
0

40
0

50
0

60
0

19
99
20

00
20

01
20

02
20

03
20

04
20

05
20

06
20

07
20

08
20

09
20

10

Year

Robbery

30
0

40
0

50
0

60
0

70
0

80
0

19
99
20

00
20

01
20

02
20

03
20

04
20

05
20

06
20

07
20

08
20

09
20

10

Year

Assault

Non−Sanctuary Sanctuary

30
00

40
00

50
00

60
00

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

Year

Property crime

60
0

80
0

10
00

12
00

14
00

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

Year

Burglary

20
00

25
00

30
00

35
00

40
00

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

Year

Larceny

40
0

60
0

80
0

10
00

12
00

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

Year

Auto theft

Non−Sanctuary Sanctuary

Note: Each graph shows the mean crime rate for both sanctuary and non-sanctuary cities with 95% confidence intervals. The
crime rate is defined as the number of reported crimes per 100,000 population and weighted by city population. The group of
sanctuary cities consists of every city where a sanctuary policy was adopted by 2010. Hence the composition of the two groups
does not change over time. However, due to this definition, some of the “sanctuary” cities had not adopted the policy in the
early years. The homicide rate in 2001 does not count the victims from the September 11 attacks. Cities in Illinois are treated as
missing for the forcible rape rate since the definition of forcible rape used in Illinois does not comply with the UCR guidelines.

Figure 1. Crime rates by crime category and sanctuary status
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Note: The level of violent crimes is normalized to the 2000 level in each state.

Figure 2. Violent crimes by state
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Table 1. List of sanctuary cities

Don’t
City State Year Legislation Type ask enforce tell
Anchorage Alaska 2003 Resolution 0 1 0
Chandler Arizona 2006 Police order 1 1 1
Berkeley∗ California 2007 Resolution 0 1 1
Fresno California 2003 Police order 0 1 0
Garden Grove California 2007 Police order 0 1 0
Los Angeles California 1979 Police order 0 1 0
Oakland California 2007 Resolution 0 1 0
Richmond∗ California 2007 Resolution 0 1 1
San Diego∗ California 2008 Police order 0 1 1
San Francisco California 1989 Resolution 1 1 0
San Jose∗ California 2007 Resolution 0 1 0
Hartford Connecticut 2007 Resolution 1 1 0
New Haven Connecticut 2006 Police order 1 1 1
Washington District of Columbia 1984 Police order 1 0 0
Chicago Illinois 1989 Executive order 1 0 1
Baltimore Maryland 2003 Resolution 0 1 0
Boston Massachusetts 2006 Resolution 0 1 1
Cambridge Massachusetts 2002 Resolution 0 1 0
Ann Arbor Michigan 2003 Resolution 0 1 0
Detroit Michigan 2002 Resolution 0 1 0
Lansing Michigan 2004 Resolution 1 1 1
Minneapolis Minnesota 2003 Ordinance 1 1 0
St. Paul Minnesota 2004 Ordinance 1 1 0
St. Louis Missouri 2004 Resolution 0 1 0
Jersey City New Jersey 1996 Resolution 0 1 0
Newark New Jersey 2006 Resolution 1 0 0
Albuquerque∗ New Mexico 2000 Police order 1 1 0
New York New York 2003 Executive order 1 0 1
Syracuse New York 2003 Resolution 0 1 0
Durham∗ North Carolina 2003 Resolution 1 1 0
Cleveland Ohio 1987 Resolution - - -
Portland Oregon 2003 Resolution 0 1 0
Salem∗ Oregon 1997 Resolution 1 1 0
Philadelphia Pennsylvania 2002 Resolution 0 0 1
Pittsburgh Pennsylvania 2004 Resolution 1 1 0
Austin Texas 1997 Resolution 1 0 0
Houston Texas 1992 Police order 1 1 1
Alexandria Virginia 2007 Resolution 1 1 1
Virginia Beach Virginia 2007 Police order 1 0 0
Seattle Washington 2002 Police order 1 0 0
Madison Wisconsin 2002 Resolution 0 1 0
Milwaukee Wisconsin 2004 Resolution 0 1 0

Note: All cities in the list have more than 100,000 population. Cities with * do not match the ACS data for public use in
IPUMS and hence the cities appear in the baseline sample only.
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Table 2. Summary statistics (baseline sample)

288 cities, 2981 obs. Mean SD Min Max
Crime rate

Violent crime 819.53 433.40 55.3 2743
Homicide 10.70 8.95 0 94.7
Rape 40.02 22.07 1.48 291
Robbery 319.27 190.66 9.98 1024
Assault 467.74 266.85 25.8 1899

Property crime 4709.55 1912.74 1288 12837
Burglary 971.17 501.69 130 3339
Larceny 3026.71 1265.48 700 8331
Auto theft 712.20 453.38 30.3 3137

Sanctuary policy
Sanctuary city 0.10 0.30 0 1

Don’t ask 0.05 0.22 0 1
Don’t enforce 0.07 0.26 0 1
Don’t tell 0.02 0.15 0 1

Demographics
Population (thousand) 1538.59 2385.52 100 8401

Note: The crime rate is defined as the number of reported crimes per 100,000 population. Crime
rates and demographics are weighted by city population. “Sanctuary city” takes a value of one if an
observation is after the sanctuary policy has employed. In total, there are 2969 observations, but there
are some missing values in the UCR except homicide and robbery. The number of observations for
each crime category is assault (2980), auto theft (2975), burglary (2979), larceny (2971), property
(2964), rape (2903), and violent (2902).
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Table 3. Summary statistics (sample with time-variant characteristics)

170 cities, 1749 obs. Mean SD Min Max
Crime rates

Violent crime 845.48 433.15 55.3 2596
Homicide 11.48 9.01 0 79.4
Rape 38.42 22.76 1.48 291
Robbery 341.96 188.28 13.4 1021
Assault 478.49 261.90 25.8 1899
Property crime 4553.53 1917.31 1288 12837
Burglary 926.83 500.00 207 3339
Larceny 2917.86 1263.24 832 7992
Auto theft 709.37 474.01 55.7 3137

Sanctuary policy
Sanctuary city 0.16 0.37 0 1

Don’t ask 0.05 0.22 0 1
Don’t enforce 0.07 0.26 0 1
Don’t tell 0.02 0.15 0 1

Demographics
Population (thousand) 1959.71 2728.87 100 8401
Female 0.51 0.01 .439 .566
Age (15–29) 0.23 0.03 .143 .596
Age (30–44) 0.23 0.02 .0823 .319
Age (45–59) 0.18 0.02 .0695 .256
Age (60+) 0.15 0.03 .0592 .242
Race and Ethnicity

White 0.58 0.16 .103 .965
Black 0.23 0.18 .00121 .85
Asian 0.08 0.06 .000518 .456
Pacific islander 0.00 0.00 0 .0311
Native American 0.01 0.01 0 .126
Other race 0.13 0.09 .0014 .518
Hispanic 0.26 0.19 .00225 .957

Education
Less than High School 0.38 0.07 .156 .653
High School degree 0.42 0.05 .249 .607
College degree 0.19 0.07 .04 .587

Foreigners 0.23 0.13 .00983 .606
Poverty 0.19 0.06 .0298 .445
Unemployed 0.06 0.02 .0135 .172

Note: The crime rate is defined as the number of reported crimes per 100,000 population. Crime rates and
demographics are weighted by city population. Homicide and violent crime do not count the September 11 attacks.
The sample period is from 2000 to 2010. Demographics in 2001–2004 are by linear interpolation of 2000 Census
and 2005 ACS. The statistics are based on 170 cities and 1749 observations, but there are some missing values.
The number of observations for each crime category is assault (1749), auto theft (1746), burglary (1748), homicide
(1749), larceny (1746), property (1742), rape (1712), robbery (1749), and violent (1712).
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Table 4. Baseline regression (violent crime)

(1) (2) (3)
Violent crime

b -0.0799 -0.0136 -0.0614
S.E. ( 0.0785 ) ( 0.0396 ) ( 0.0646 )
# Cities 285 285 285
Obs. 2902 2902 2902

Homicide
b -0.0307 -0.0830* 0.0067
S.E. ( 0.0677 ) ( 0.0483 ) ( 0.0745 )
# Cities 288 288 288
Obs. 2848 2848 2848

Rape
b -0.1457 -0.0107 -0.0905
S.E. ( 0.0909 ) ( 0.0541 ) ( 0.0678 )
# Cities 285 285 285
Obs. 2903 2903 2903

Robbery
b -0.1222 -0.0065 -0.0593
S.E. ( 0.0788 ) ( 0.0226 ) ( 0.0585 )
# Cities 288 288 288
Obs. 2981 2981 2981

Assault
b -0.0339 -0.0224 -0.0508
S.E. ( 0.0890 ) ( 0.0588 ) ( 0.0921 )
# Cities 288 288 288
Obs. 2980 2980 2980

Year FE Y Y Y
City FE Y Y Y
Linear Trend N Y N
State-Year FE N N Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Dependent variables are log of crime rates. b is a coefficient
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Table 5. Baseline regression (property crime)

(1) (2) (3)
Property crime

b -0.0924*** -0.0628** -0.0685
S.E. ( 0.0335 ) ( 0.0274 ) ( 0.0417 )
# Cities 288 288 288
Obs. 2964 2964 2964

Burglary
b -0.1865* -0.0587* -0.0721
S.E. ( 0.1071 ) ( 0.0329 ) ( 0.0514 )
# Cities 288 288 288
Obs. 2979 2979 2979

Larceny
b -0.0446* -0.0375 -0.0777**
S.E. ( 0.0227 ) ( 0.0277 ) ( 0.0325 )
# Cities 288 288 288
Obs. 2971 2971 2971

Auto theft
b -0.2415* -0.1229** -0.0532
S.E. ( 0.1396 ) ( 0.0586 ) ( 0.0929 )
# Cities 288 288 288
Obs. 2975 2975 2975

Year FE Y Y Y
City FE Y Y Y
Linear Trend N Y N
State-Year FE N N Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Dependent variables are log of crime rates.
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Table 6. Regression with the expenditure on education and the interest payment for municipal bonds

(1) (2)
Violent crime

b -0.0249 -0.0238
S.E. ( 0.0417 ) ( 0.0416 )
# Cities 264 264
Obs. 2448 2435

Homicide
b -0.0933* -0.0904*
S.E. ( 0.0526 ) ( 0.0512 )
# Cities 267 266
Obs. 2421 2408

Rape
b -0.0017 -0.0038
S.E. ( 0.0514 ) ( 0.0546 )
# Cities 264 264
Obs. 2449 2436

Robbery
b -0.0212 -0.0186
S.E. ( 0.0258 ) ( 0.0249 )
# Cities 267 267
Obs. 2521 2508

Assault
b -0.0325 -0.0319
S.E. ( 0.0581 ) ( 0.0594 )
# Cities 267 267
Obs. 2520 2507

Education Y N
Interest N Y
Year FE Y Y
City FE Y Y
Linear Trend Y Y

(1) (2)
Property crime

b -0.0686** -0.0677**
S.E. ( 0.0285 ) ( 0.0284 )
# Cities 267 267
Obs. 2506 2493

Burglary
b -0.0638** -0.0610*
S.E. ( 0.0323 ) ( 0.0324 )
# Cities 267 267
Obs. 2519 2506

Larceny
b -0.0451* -0.0432
S.E. ( 0.0259 ) ( 0.0273 )
# Cities 267 267
Obs. 2512 2499

Auto theft
b -0.1258** -0.1272*
S.E. ( 0.0613 ) ( 0.0651 )
# Cities 267 267
Obs. 2516 2503

Education Y N
Interest N Y
Year FE Y Y
City FE Y Y
Linear Trend Y Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Education is city government expenditure on education per capita. Interest is the difference of the interest payment over
total debt outstanding from the previous year. The data source for Education and Interest is the Annual Survey of State and
Local Government Finances.
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Table 7. Matching DID (kernel)

(1) (2)
Violent crime

b 0.0320 0.0166
S.E. ( 0.0636 ) ( 0.0457 )
# Cities 136 136
Obs. 1463 1463

Homicide
b 0.0423 0.0093
S.E. ( 0.0603 ) ( 0.0755 )
# Cities 136 136
Obs. 1403 1403

Rape
b -0.0215 0.0195
S.E. ( 0.0757 ) ( 0.1017 )
# Cities 136 136
Obs. 1463 1463

Robbery
b 0.0273 0.0356
S.E. ( 0.0563 ) ( 0.0339 )
# Cities 136 136
Obs. 1464 1464

Assault
b 0.0568 0.0135
S.E. ( 0.0971 ) ( 0.0744 )
# Cities 136 136
Obs. 1464 1464

Year FE Y Y
City FE Y Y
Linear Trend N Y

(1) (2)
Property crime

b -0.0375 -0.0074
S.E. ( 0.0396 ) ( 0.0324 )
# Cities 136 136
Obs. 1460 1460

Burglary
b 0.0308 0.0140
S.E. ( 0.0970 ) ( 0.0328 )
# Cities 136 136
Obs. 1463 1463

Larceny
b -0.0576* 0.0100
S.E. ( 0.0337 ) ( 0.0356 )
# Cities 136 136
Obs. 1461 1461

Auto theft
b 0.0245 -0.0334
S.E. ( 0.0747 ) ( 0.0794 )
# Cities 136 136
Obs. 1464 1464

Year FE Y Y
City FE Y Y
Linear Trend N Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Linear trend is the city-specific trend.
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Table 8. Baseline regression with the subsample (violent crime)

(1) (2) (3)
Violent crime

b -0.0671 -0.0400 -0.0556
S.E. ( 0.0870 ) ( 0.0424 ) ( 0.0733 )
# Cities 169 169 169
Obs. 1712 1712 1712

Homicide
b -0.0086 -0.0641 0.0420
S.E. ( 0.0752 ) ( 0.0587 ) ( 0.0774 )
# Cities 169 169 169
Obs. 1687 1687 1687

Rape
b -0.1650* -0.0101 -0.1176
S.E. ( 0.0886 ) ( 0.0558 ) ( 0.1020 )
# Cities 169 169 169
Obs. 1712 1712 1712

Robbery
b -0.1192* -0.0056 -0.0979
S.E. ( 0.0684 ) ( 0.0310 ) ( 0.0548 )
# Cities 170 170 170
Obs. 1749 1749 1749

Assault
b -0.0127 -0.0515 -0.0268
S.E. ( 0.1072 ) ( 0.0611 ) ( 0.0993 )
# Cities 170 170 170
Obs. 1749 1749 1749

Year FE Y Y Y
City FE Y Y Y
Linear Trend N Y N
State-Year FE N N Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Linear trend is the city-specific trend. State-Year-FE is to capture state-specific time trend non-parametrically. The
subsample is the cities in the UCR merged with the demographic information in the ACS.
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Table 9. Baseline regression with the subsample (property crime)

(1) (2) (3)
Property crime

b -0.0809*** -0.0330 -0.0774**
S.E. ( 0.0304 ) ( 0.0206 ) ( 0.0316 )
# Cities 170 170 170
Obs. 1742 1742 1742

Burglary
b -0.1692* -0.0190 -0.0844
S.E. ( 0.1021 ) ( 0.0304 ) ( 0.0617 )
# Cities 170 170 170
Obs. 1748 1748 1748

Larceny
b -0.0395 -0.0205 -0.0775***
S.E. ( 0.0266 ) ( 0.0224 ) ( 0.0276 )
# Cities 170 170 170
Obs. 1746 1746 1746

Auto theft
b -0.2363** -0.0769 -0.1062
S.E. ( 0.1123 ) ( 0.0754 ) ( 0.0708 )
# Cities 170 170 170
Obs. 1746 1746 1746

Year FE Y Y Y
City FE Y Y Y
Linear Trend N Y N
State-Year FE N N Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Linear trend is the city-specific trend. State-Year-FE is to capture state-specific time trend non-parametrically. The
subsample is the cities in the UCR merged with the demographic information in the ACS.
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Table 10. Effects on other outcomes

(1) (2)
% Foreigners

b -0.0873 -0.3478
S.E. ( 0.2627 ) ( 0.3021 )
# Cities 170 170
Obs. 1749 1749

% Migrants
b -0.0988 -0.3578
S.E. ( 0.4555 ) ( 0.2583 )
# Cities 167 167
Obs. 979 979

% LUMEX
b 0.0253 0.1746
S.E. ( 0.1045 ) ( 0.1229 )
# Cities 170 170
Obs. 1749 1749

% Young Men
b 0.1828 -0.0243
S.E. ( 0.1390 ) ( 0.2355 )
# Cities 170 170
Obs. 1749 1749

Sworn Police
b -0.0296*** -0.0325*
S.E. ( 0.0103 ) ( 0.0196 )
# Cities 277 277
Obs. 2646 2646

Year FE Y Y
City FE Y Y
State-Year FE N Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Except “sworn police,” the dependent variables are the percentage of each group and so they range from 0 to 100. The
coefficients indicate the percentage point change. % Migrants is the fraction of the population who moved to the city within a
year. It is available from 2005 to 2010. % LUMEX is a fraction of likely undocumented Mexican immigrants. % Young male
is the fraction of the population that are men ages 15-34.
“Sworn Police” is the log of the number of sworn officers in the city per capita and is obtained from the UCR. The coefficient is
the percentage change associated with the sanctuary policy. The number of observations is smaller than the main analysis since
not all cities have their own police.
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Note: All the graphs above use all observations for the baseline result. Each graph shows the event study coefficients with 95%
confidence interval. Time 3 contains sanctuary cities that have implemented the policy more than 3 years ago and Time -3
contains sanctuary cities that will not until more than 3 years into the future. The base year is one year before the implementation.

Figure 3. Event study coefficients (baseline sample)
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Note: All the graphs above use all cities with time-variant characteristics. Each graph shows the event study coefficients
with 95% confidence interval. Time 3 contains sanctuary cities that have implemented the policy more than 3 years ago and
Time -3 contains sanctuary cities that will not until more than 3 years into the future. The base year is one year before the
implementation.

Figure 4. Event study coefficients (sample with time-variant characteristics)
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Table 11. Event study coefficients (baseline sample)

(1) (2) (3) (4) (5)
VARIABLES Violent Homicide Rape Robbery Assault

event date (-3) -0.0317 -0.163** 0.0214 -0.0684 -0.0482
(0.0761) (0.0720) (0.0557) (0.0621) (0.101)

event date (-2) 0.00667 -0.0617 0.0717* 0.0187 -0.0124
(0.0245) (0.0723) (0.0372) (0.0295) (0.0329)

event date (0) -0.0197 -0.0390 -0.0218 -0.0213 -0.0145
(0.0216) (0.0680) (0.0535) (0.0238) (0.0299)

event date (1) -0.0320 0.0223 -0.0181 -0.0295 -0.0339
(0.0302) (0.0791) (0.0555) (0.0293) (0.0480)

event date (2) -0.0540 -0.108 0.0242 -0.0606* -0.0654
(0.0468) (0.0912) (0.0650) (0.0363) (0.0776)

event date (3) -0.122** -0.136* -0.167 -0.148*** -0.111
(0.0534) (0.0803) (0.110) (0.0530) (0.0787)

City FE Y Y Y Y Y
State-Year FE Y Y Y Y Y
Number of Cities 285 288 285 288 288
Observations 2902 2848 2903 2981 2980

(1) (2) (3) (4)
VARIABLES Property Burglary Larceny Auto theft

event date (-3) -0.0518 -0.0624 0.0174 -0.203*
(0.0481) (0.0667) (0.0366) (0.112)

event date (-2) -0.00923 0.0104 0.00157 -0.0448
(0.0173) (0.0236) (0.0133) (0.0489)

event date (0) -0.0261* -0.00424 -0.0198 -0.0564*
(0.0148) (0.0187) (0.0137) (0.0304)

event date (1) -0.0791** -0.0727** -0.0620* -0.115**
(0.0335) (0.0288) (0.0348) (0.0523)

event date (2) -0.0867** -0.0712* -0.0694* -0.120*
(0.0384) (0.0379) (0.0354) (0.0691)

event date (3) -0.117*** -0.131** -0.0843** -0.216***
(0.0350) (0.0611) (0.0342) (0.0687)

City FE Y Y Y Y
State-Year FE Y Y Y Y
Number of Cities 288 288 288 288
Observations 2964 2979 2971 2975

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
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Note: Matching is based on the following characteristics: the sum of violent and property crime, log of population, female,
age groups (15–29, 30–44, 45–59, 60 or above), racial groups (Black, Asian, Pacific Islander, Native American, Other race),
Hispanic, less than high school degree, college or above degree, poverty rate, and unemployed.

Figure 5. Pre- and post-matching

Table 12. Post-matching comparison

Mean t-test Variance ratio
Variable Treated Control %bias t-value p>t V(T)/V(C)
Crime Total 16442 16575 -0.3 -0.02 0.98 0.49
Log of Population 12.379 12.295 11 0.4 0.689 0.83
Female 0.51557 0.5172 -12.4 -0.36 0.723 0.72
Age(15–29) 0.25827 0.25532 6.8 0.15 0.882 0.92
Age(30–44) 0.23365 0.23344 0.9 0.02 0.981 0.86
Age(45–59) 0.15555 0.16207 -36.1 -0.9 0.379 0.19
Age(60+) 0.13316 0.12972 11.4 0.36 0.725 0.73
Race(Native) 0.01614 0.01643 -1.9 -0.08 0.936 0.37
Race(Asian) 0.08665 0.10829 -32.4 -0.55 0.589 0.46
Race(Black) 0.2236 0.2098 7.2 0.21 0.838 0.7
Race(Pacific) 0.00286 0.00317 -9.3 -0.3 0.765 0.41
Race(Other) 0.10721 0.09787 9.5 0.26 0.795 1.22
Hispanic 0.16639 0.15177 8.3 0.27 0.786 1.01
Educ(HSdropout) 0.3809 0.37465 7.3 0.18 0.858 1.33
Educ(College) 0.18311 0.19285 -11.6 -0.25 0.805 1.05
Poverty 0.18729 0.1808 10 0.24 0.814 1.03
Unemployed 0.04993 0.04959 2.2 0.05 0.959 1.61
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Table 13. Count data regression (violent crime)

(1) (2) (3) (4) (5) (6)
Log-Linear Log-Linear Poisson Poisson NB NB

Violent crime
b -0.0913 -0.0173 -0.0394 -0.0448 0.0015 -0.0667*
S.E. ( 0.0791 ) ( 0.0399 ) ( 0.0771 ) ( 0.0716 ) ( 0.0340 ) ( 0.0358 )
# Cities 285 285 285 285 285 285
Obs. 2902 2902 2902 2902 2902 2902

Homicide
b -0.0471 -0.0855* 0.0340 0.0000 0.0222 -0.0093
S.E. ( 0.0668 ) ( 0.0466 ) ( 0.0621 ) ( 0.0656 ) ( 0.0379 ) ( 0.0524 )
# Cities 288 288 288 288 288 288
Obs. 2848 2848 2981 2981 2981 2981

Rape
b -0.1556* -0.0146 -0.0443 -0.0521 0.0029 -0.0421
S.E. ( 0.0899 ) ( 0.0543 ) ( 0.0714 ) ( 0.0651 ) ( 0.0561 ) ( 0.0593 )
# Cities 285 285 285 285 285 285
Obs. 2903 2903 2903 2903 2903 2903

Robbery
b -0.1329* -0.0105 -0.0995 -0.0872 -0.0465 -0.0853**
S.E. ( 0.0782 ) ( 0.0207 ) ( 0.0715 ) ( 0.0581 ) ( 0.0332 ) ( 0.0352 )
# Cities 288 288 288 288 288 288
Obs. 2981 2981 2981 2981 2981 2981

Assault
b -0.0389 -0.0261 0.0215 -0.0098 0.0334 -0.0585
S.E. ( 0.0913 ) ( 0.0593 ) ( 0.0866 ) ( 0.0900 ) ( 0.0479 ) ( 0.0547 )
# Cities 288 288 288 288 288 288
Obs. 2980 2980 2980 2980 2980 2980

Year FE Y Y Y Y Y Y
City FE Y Y Y Y Y Y
Linear Trend N Y N N N N
State-Year FE N N N Y N Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Linear trend is the city-specific trend. State-Year-FE is to capture state-specific time trend non-parametrically.
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Table 14. Count data regression (property crime)

(1) (2) (3) (4) (5) (6)
Log-linear Log-linear Poisson Poisson NB NB

Property crime
b -0.1022*** -0.0656** -0.0814*** -0.0834*** -0.0741*** -0.0843***
S.E. ( 0.0325 ) ( 0.0259 ) ( 0.0262 ) ( 0.0286 ) ( 0.0188 ) ( 0.0216 )
# Cities 288 288 288 288 288 288
Obs. 2964 2964 2964 2964 2964 2964

Burglary
b -0.2066** -0.0635** -0.1051 -0.0914** -0.0442 -0.0540
S.E. ( 0.1032 ) ( 0.0304 ) ( 0.0753 ) ( 0.0448 ) ( 0.0333 ) ( 0.0338 )
# Cities 288 288 288 288 288 288
Obs. 2979 2979 2979 2979 2979 2979

Larceny
b -0.0512** -0.0402 -0.0536** -0.0794*** -0.0858*** -0.1030***
S.E. ( 0.0239 ) ( 0.0277 ) ( 0.0224 ) ( 0.0249 ) ( 0.0217 ) ( 0.0241 )
# Cities 288 288 288 288 288 288
Obs. 2971 2971 2971 2971 2971 2971

Auto theft
b -0.2530* -0.1242** -0.1141 -0.0964 -0.0690 -0.0683
S.E. ( 0.1387 ) ( 0.0582 ) ( 0.0835 ) ( 0.0694 ) ( 0.0467 ) ( 0.0493 )
# Cities 288 288 288 288 288 288
Obs. 2975 2975 2975 2975 2975 2975

Year FE Y Y Y Y Y Y
City FE Y Y Y Y Y Y
Linear Trend N Y N N N N
State-Year FE N N N Y N Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Linear trend is the city-specific trend. State-Year-FE is to capture state-specific time trend non-parametrically.
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Table 15. Sanctuary policies at state and county level (violent crime)

(1) (2)
Violent crime

b (Sanctuary: City) -0.0134
S.E. ( 0.0399 )
b (Sanctuary: Any) -0.0167
S.E. ( 0.0386 )
# Cities 285 285
Obs. 2902 2902

Homicide
b (Sanctuary: City) -0.0896*
S.E. ( 0.0470 )
b (Sanctuary: Any) -0.0802*
S.E. ( 0.0484 )
# Cities 288 288
Obs. 2848 2848

Rape
b (Sanctuary: City) -0.0104
S.E. ( 0.0548 )
b (Sanctuary: Any) -0.0142
S.E. ( 0.0528 )
# Cities 285 285
Obs. 2903 2903

Robbery
b (Sanctuary: City) -0.0105
S.E. ( 0.0222 )
b (Sanctuary: Any) -0.0079
S.E. ( 0.0224 )
# Cities 288 288
Obs. 2981 2981

Assault
b (Sanctuary: City) -0.0255
S.E. ( 0.0584 )
b (Sanctuary: Any) -0.0261
S.E. ( 0.0574 )
# Cities 288 288
Obs. 2980 2980

Sanctuary (State&County) Y N
Year FE Y Y
City FE Y Y
Linear Trend Y Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: The sanctuary status of cities depends on the state, county, and city level. “b (Sanctuary: City)” is the coefficient for the
sanctuary dummy at the city level that takes a value of one if the city itself adopts sanctuary policies. “b (Sanctuary: Any)” is the
coefficient for the sanctuary dummy at any level that takes a value of one if the state, county, or city adopts sanctuary policies.
“Sanctuary(State&County)” takes one if the state or county that contains the city adopts sanctuary policies. Linear trend is the
city-specific trend.
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Table 16. Sanctuary policies at state and county level (property crime)

(1) (2)
Property crime

b (Sanctuary: City) -0.0661**
S.E. ( 0.0271 )
b (Sanctuary: Any) -0.0632**
S.E. ( 0.0271 )
# Cities 288 288
Obs. 2964 2964

Burglary
b (Sanctuary: City) -0.0637**
S.E. ( 0.0312 )
b (Sanctuary: Any) -0.0576*
S.E. ( 0.0327 )
# Cities 288 288
Obs. 2979 2979

Larceny
b (Sanctuary: City) -0.0391
S.E. ( 0.0280 )
b (Sanctuary: Any) -0.0388
S.E. ( 0.0275 )
# Cities 288 288
Obs. 2971 2971

Auto theft
b (Sanctuary: City) -0.1323**
S.E. ( 0.0561 )
b (Sanctuary: Any) -0.1209**
S.E. ( 0.0586 )
# Cities 288 288
Obs. 2975 2975

Sanctuary (State&County) Y N
Year FE Y Y
City FE Y Y
Linear Trend Y Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: The sanctuary status of cities depends on the state, county, and city level. “b (Sanctuary: City)” is the coefficient for the
sanctuary dummy at the city level that takes a value of one if the city itself adopts sanctuary policies. “b (Sanctuary: Any)” is the
coefficient for the sanctuary dummy at any level that takes a value of one if the state, county, or city adopts sanctuary policies.
“Sanctuary(State&County)” takes one if the state or county that contains the city adopts sanctuary policies. Linear trend is the
city-specific trend.
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Table 17. Secure Communities and 287(g) (violent crime)

(1) (2) (3)
Violent crime

b -0.0026 -0.0156 -0.0045
S.E. ( 0.0319 ) ( 0.0385 ) ( 0.0309 )
# Cities 285 285 285
Obs. 2902 2902 2902

Homicide
b -0.0713* -0.0832* -0.0715*
S.E. ( 0.0422 ) ( 0.0483 ) ( 0.0422 )
# Cities 288 288 288
Obs. 2848 2848 2848

Rape
b 0.0023 -0.0109 0.0022
S.E. ( 0.0471 ) ( 0.0537 ) ( 0.0468 )
# Cities 285 285 285
Obs. 2903 2903 2903

Robbery
b 0.0038 -0.0078 0.0026
S.E. ( 0.0229 ) ( 0.0223 ) ( 0.0228 )
# Cities 288 288 288
Obs. 2981 2981 2981

Assault
b -0.0124 -0.0257 -0.0156
S.E. ( 0.0503 ) ( 0.0571 ) ( 0.0486 )
# Cities 288 288 288
Obs. 2980 2980 2980

SC Y N Y
287(g) N Y Y
Year FE Y Y Y
City FE Y Y Y
Linear Trend Y Y Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Dependent variables are log of crime rates. Linear trend is the city-specific trend.
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Table 18. Secure Communities and 287(g) (property crime)

(1) (2) (3)
Property crime

b -0.0550** -0.0653** -0.0575**
S.E. ( 0.0276 ) ( 0.0272 ) ( 0.0277 )
# Cities 288 288 288
Obs. 2964 2964 2964

Burglary
b -0.0538 -0.0611* -0.0561
S.E. ( 0.0339 ) ( 0.0329 ) ( 0.0341 )
# Cities 288 288 288
Obs. 2979 2979 2979

Larceny
b -0.0308 -0.0397 -0.0329
S.E. ( 0.0294 ) ( 0.0277 ) ( 0.0296 )
# Cities 288 288 288
Obs. 2971 2971 2971

Auto theft
b -0.1088** -0.1261** -0.1118**
S.E. ( 0.0477 ) ( 0.0578 ) ( 0.0471 )
# Cities 288 288 288
Obs. 2975 2975 2975

SC Y N Y
287(g) N Y Y
Year FE Y Y Y
City FE Y Y Y
Linear Trend Y Y Y

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
Note: Dependent variables are log of crime rates. Linear trend is the city-specific trend.
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